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#### Abstract

The Burgers' equation with uncertain initial and boundary conditions is investigated using a polynomial chaos (PC) expansion approach where the solution is represented as a truncated series of stochastic, orthogonal polynomials. The analysis of well-posedness for the system resulting after Galerkin projection is presented and follows the pattern of the corresponding deterministic Burgers equation. The numerical discretization is based on spatial derivative operators satisfying the summation by parts property and weak boundary conditions to ensure stability. Similarly to the deterministic case, the explicit time step for the hyperbolic stochastic problem is proportional to the inverse of the largest eigenvalue of the system matrix. The time step naturally decreases compared to the deterministic case since the spectral radius of the continuous problem grows with the number of polynomial chaos coefficients. An estimate of the eigenvalues is provided.

A characteristic analysis of the truncated PC system is presented and gives a qualitative description of the development of the system over time for different initial and boundary conditions. It is shown that a precise statistical characterization of the input uncertainty is required and partial information, e.g. the expected values and the variance, are not sufficient to obtain a solution. An analytical solution is derived and the coefficients of the infinite PC expansion are shown to be smooth, while the corresponding coefficients of the truncated expansion are discontinuous.
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## 1. Introduction

In many physical problems our knowledge is limited by our ability to measure, our bias in the observations and, in general, by an incomplete understanding of the physical processes. When we attempt to simulate the problem numerically, we must account for those limitations, and in addition we must identify the possible limitations of the numerical techniques and phenomenological models employed. In a general sense, we distinguish between errors and uncertainty simply by saying that errors are recognizable deficiencies not due to lack of knowledge, whereas uncertainties are potential and directly related to lack of knowledge [1]. This definition clearly identifies errors as deterministic quantities and uncertainties as stochastic in nature; uncertainty estimation is, therefore, typically treated within a probabilistic framework.

Numerical simulations are subject to uncertainty in boundary or initial conditions, model parameter values and even in the geometry of the physical domain of the problem (input uncertainty); this results in uncertainty in the output data that

[^0]must be clearly identified and quantified. Uncertainty quantification is also a fundamental step towards validation and certification of numerical methods to be used for critical decisions. Fields of application of uncertainty quantification include but are not limited to turbulence, climatology [19], turbulent combustion [20], flow in porous media [8], fluid mixing [30] and computational electromagnetics [6].

An example of the need for uncertainty quantification in applications related to methods and problems studied here is the investigation of the aerodynamic stability properties of an airfoil. Uncertainty in physical parameters such as structural frequency and initial pitch angle, affect the characteristics of limit cycle oscillations. One approach in particular, the polynomial chaos method [10], has been used to obtain a statistical characterization of the stability limits and to calculate the risk for system failure [26,2]; this approach will be studied in detail.

There are several approaches to propagate the input uncertainty in numerical simulations; the simplest one is the Monte Carlo method where a vast number of simulations are performed to compute the output statistics. Conversely in the polynomial chaos approach, the solution is expressed as a truncated series and only one simulation is performed. The dimension of the resulting system of equations grows with the number of the terms retained in the series (the order of the polynomial chaos expansion) and the dimension of the stochastic input.

An increased number of Monte Carlo simulations implies a solution with better converged statistics; on the other hand, in the polynomial chaos approach, one single simulation is sufficient to obtain a complete statistical characterization of the solution. However, the accuracy of this solution is dependent on the order of polynomials considered, and therefore on the truncation in the PC expansion. Also, convergence requires the solution to be smooth with respect to the parameters describing the input uncertainty [24].

Although of limited practical use in fluid mechanics applications, the Burgers' equation is an interesting and highly nonlinear model problem and many results can be extended to other hyperbolic systems, such as the Euler equations. In this paper, a detailed uncertainty quantification analysis is performed for the Burgers' equation; we employ a spectral representation of the solution in the form of a polynomial chaos expansion. The equation is stochastic as a result of the uncertainty in the initial and boundary values. Galerkin projection results in a coupled, deterministic system of hyperbolic equations from which the expected values and variance of the solution can be determined.

Previous uncertainty analyses have been performed on the location of the transition layer of a shock discontinuity arising in simulations of the Burgers' equation with non-zero viscosity. Small one-sided perturbations imply large variation in the location of the transition layer, so-called supersensitivity [29], which is a problem in deterministic as well as stochastic simulations. The results from the polynomial chaos approach were accurate and the method was faster than the Monte Carlo method [28,29]. Burgers' equation with a stochastic forcing term has also been investigated and compared to standard Monte Carlo methods [13].

In this work we perform a fundamental analysis of the Burgers' equation and develop a numerical framework to study the effect of uncertainty of the boundary conditions. By assuming that the boundary data uncertainty has a Gaussian distribution we allow the occurence of unbounded solutions. Assuming that the boundary data resemble the Gaussian distribution but are bounded to a sufficiently large range does not alter the numerical results. Another reason for allowing unbounded parameter range of the stochastic variable is that the problem becomes more interesting from a mathematical point of view. Convergence is proved by a suitable choice of functional space.

In order to ensure stability of the discretized system of equations, summation by parts operators and weak imposition of boundary conditions $[17,18,5]$ are used to obtain energy estimates. The system is expressed in a split form that combines the conservative and non-conservative formulation [16]. A particular set of artificial dissipation operators [15] and the simultaneous approximation term (SAT) technique [4] for boundary treatment are used to enhance the stability close to the shock. The discretization method is based on a fourth order central difference operator in space and the fourth order Runge-Kutta method in time. The summation by parts operators ensure stable solutions but the allowed time step decreases with increasing order of the PC expansion as a result of the eigenvalues growing with the polynomial order (i.e. the size of the system).

An analytical solution is derived for a discontinuous and uncertain initial condition: the expectation and variance of the solution are shown to be smooth functions while the coefficient of truncated polynomial chaos expansions are discontinuous. An analysis of the characteristics of the truncated system also shows that the boundary values are time-dependent and suggest a way of imposing accurate boundary conditions.

## 2. Polynomial chaos expansion

The theoretical foundation underlying polynomial chaos was first formulated in $[25,10]$. The solution to a partial differential equation characterized by input uncertainty (for simplicity we consider only one uncertain parameter, $\xi$, defined on the probability space $\Omega_{\text {prob }}$ ) is expressed as a spectral expansion:

$$
\begin{equation*}
u(x, t, \xi)=\sum_{i=0}^{\infty} u_{i}(x, t) \Psi_{i}(\xi) \tag{1}
\end{equation*}
$$

with the inner product

$$
\begin{equation*}
\langle u, v\rangle=\int_{\Omega_{\text {prob }}} u v f(\xi) d \xi \tag{2}
\end{equation*}
$$

where $f(\xi)$ is the probability density function. The solution is subject to the constraint

$$
\begin{equation*}
\|u\|^{2}=\int_{\Omega_{\text {prob }}} u^{2} f(\xi) d \xi<\infty \tag{3}
\end{equation*}
$$

i.e. it is a second-order random field (finite variance).

The expected value $E(u)$ and variance $\operatorname{Var}(u)$ can be expressed as functions of the polynomial chaos coefficients. We have

$$
\begin{equation*}
E(u)=\int_{\Omega_{\text {prob }}} \sum_{i=0}^{\infty} u_{i} \Psi_{i} f(\xi) d \xi=u_{0} \int_{\Omega_{\text {prob }}} f(\xi) d \xi+\int_{\Omega_{\text {prob }}} \sum_{i=1}^{\infty} u_{i} \Psi_{i} f(\xi) d \xi=u_{0} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{2}=\operatorname{Var}(u)=E\left[u^{2}\right]-(E[u])^{2}=\int_{\Omega_{\text {prob }}} \sum_{i=0}^{\infty} u_{i}^{2} \Psi_{i}^{2} f(\xi) d \xi-u_{0}^{2}=\sum_{i=1}^{\infty} u_{i}^{2}\left\langle\Psi_{i}^{2}\right\rangle \tag{5}
\end{equation*}
$$

The basis functions $\Psi_{i}(\xi)$ are orthogonal polynomials of the stochastic variable $\xi$, and thus

$$
\begin{equation*}
\left\langle\Psi_{i}, \Psi_{j}\right\rangle=\delta_{i j} c_{i}, \tag{6}
\end{equation*}
$$

where $c_{i}$ is a constant depending on the polynomial basis. The relations between different polynomial bases is described by the Askey scheme; for further reading, see for instance [27]. Here it is sufficient to notice that the optimal basis in terms of convergence is Hermite polynomials if $\xi$ is distributed according to a Gaussian measure.

### 2.1. Polynomial chaos expansion of Burgers' equation

The polynomial chaos representation $u(x, t, \xi)=\sum_{i=0}^{\infty} u_{i} \Psi_{i}(\xi)$ is inserted into the Burgers' equation,

$$
\begin{equation*}
u_{t}+u u_{x}=0, \quad 0 \leqslant x \leqslant 1 \tag{7}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\sum_{i=0}^{\infty} \frac{\partial u_{i}}{\partial t} \Psi_{i}(\xi)+\left(\sum_{j=0}^{\infty} u_{j} \Psi_{j}(\xi)\right)\left(\sum_{i=0}^{\infty} \frac{\partial u_{i}}{\partial x} \Psi_{i}(\xi)\right)=0 \tag{8}
\end{equation*}
$$

A stochastic Galerkin projection is performed by multiplying (8) by $\Psi_{k}(\xi)$ for non-negative integers $k$ and integrating over the probability domain $\Omega$. The orthogonality of the basis polynomials then yields a system of deterministic equations. By truncating the series (1) to a finite order $M$, the solution is projected onto a finite dimensional deterministic space. The result is a symmetric system of equations.

$$
\begin{equation*}
\frac{\partial u_{k}}{\partial t}\left\langle\Psi_{k}^{2}\right\rangle+\sum_{i=0}^{M} \sum_{j=0}^{M} u_{i} \frac{\partial u_{j}}{\partial x}\left\langle\Psi_{i} \Psi_{j} \Psi_{k}\right\rangle=0 \quad \text { for } k=0,1, \ldots, M \tag{9}
\end{equation*}
$$

### 2.2. Modeling the solution with Hermite polynomials

The probabilistic version of the Hermite polynomial basis functions is used since it is the most intuitive choice with regard to weight function and calculation of expected value and variance. The weight function of the inner products is the probability density function of the Gaussian distribution. This means that the inner product of two variables $u$ and $v$ coincides with the expected value of their product

$$
\langle u, v\rangle=\int_{\Omega_{\text {prob }}} u v f(\xi) d \xi=E(u v)
$$

For probabilistic Hermite polynomials $H(\xi)$ of a Gaussian variable $\xi$ the double inner product defined in (6) is given by

$$
\begin{equation*}
\left\langle H_{i} H_{j}\right\rangle=\delta_{i j} i!. \tag{10}
\end{equation*}
$$

The triple inner product can be derived from a formula in [23]:

$$
\left\langle H_{i} H_{j} H_{k}\right\rangle= \begin{cases}0 & \text { if } i+j+k \text { is odd or } \max (i, j, k)>s,  \tag{11}\\ \frac{i j: k!}{(s-i)!(s-j)!(s-k)!} & \text { otherwise }\end{cases}
$$

where $s=(i+j+k) / 2$.

### 2.3. Derivation of an analytical solution

By the Cameron-Martin theorem [3] the solution converges in the $L_{2}$ sense; in a probabilistic sense this implies mean square convergence, that is

$$
\lim _{M \rightarrow \infty} E\left[\left|u-\sum_{i=1}^{M} u_{i} \Psi_{i}\right|^{2}\right]=0
$$

In order to allow piecewise continuous solutions to the Burgers' equation we follow [9] and broaden the concept of solutions to the class of functions equivalent to $u$, denoted $C_{u}$, and define a normed space that does not require its elements to be smooth functions. We consider $u$ belonging to the space

$$
L_{w}^{2}(\Omega)=\left\{C_{u} \mid u \text { measurable, } \int_{\Omega_{\text {prob }}} u^{2} f d \xi<\infty\right\}
$$

where the weight function $f$ is the probability density function of $\xi$.
Consider Burgers' Eq. (7) with stochastic boundary and initial conditions of the form

$$
\begin{align*}
& u(x, 0, \xi)= \begin{cases}u_{L}=1+0.1 \xi & \text { if } x<x_{0}, \\
u_{R}=-1+0.1 \xi & \text { if } x>x_{0},\end{cases}  \tag{12}\\
& u(0, t, \xi)=u_{L}, \quad u(1, t, \xi)=u_{R}, \\
& \xi \in N(0,1),
\end{align*}
$$

where we assume an initial shock location $x_{0} \in[0,1]$. In all experiments performed, $x_{0}=0.5$. For a fixed $\xi$ the initial discontinuity will travel with the shock speed $s=0.1 \xi$. For any given shock location $x_{s}$ at a time $t_{s}$, a unique $\xi_{s}$ given by

$$
\begin{equation*}
\xi_{s}(x, t)=\frac{x_{s}-x_{0}}{0.1 t_{s}} \tag{13}
\end{equation*}
$$

exists. Using the relation (13), the analytical solution to the problem (7) and (12) is given by

$$
u(x, t, \xi)= \begin{cases}u_{L}=1+0.1 \xi & \text { if } \xi>\xi_{S}, \\ u_{R}=-1+0.1 \xi & \text { if } \xi<\xi_{s} .\end{cases}
$$

The boundary conditions are time-dependent but for short simulation times these can be assumed constant with negligible lack of accuracy. The solution clearly belongs to $L_{w}^{2}(\Omega)$ and thus

$$
\lim _{M \rightarrow \infty}\left\|u-\Pi_{f, M} u\right\|_{L_{w}^{2}(\Omega)}=0
$$

where $\Pi_{f, M}$ is the projection operator to the space of Hermite polynomials of order $M$.
Since the analytical solution is known, the coefficients of the complete PC expansion $(M \rightarrow \infty)$ can be calculated for any given $i, x$ and $t$. We have

$$
\begin{equation*}
u_{i}(x, t)=\frac{1}{\left\langle\Psi_{i}^{2}\right\rangle} \int_{-\infty}^{\infty} u(x, t, \xi) \Psi_{i}(\xi) f(\xi) d \xi=\delta_{i 0}+0.1 \delta_{i 1}-\frac{2}{\left\langle\Psi_{i}^{2}\right\rangle} \int_{-\infty}^{\xi_{s}} \Psi_{i} f(\xi) d \xi \tag{14}
\end{equation*}
$$

Using the recursion relation

$$
\Psi_{i}(\xi)=\xi \Psi_{i-1}(\xi)-\Psi_{i-1}^{\prime}(\xi),
$$

(14) can be written

$$
\begin{equation*}
u_{i}(x, t)=\delta_{i 0}+0.1 \delta_{i 1}+\sqrt{\frac{2}{\pi}} \frac{\Psi_{i-1}\left(\xi_{s}\right) e^{-\xi_{s}^{2} / 2}}{i!} \tag{15}
\end{equation*}
$$

for $i \geqslant 1$. Differentiating (15) with respect to $x$ and $t$ results in

$$
\frac{\partial u_{i}}{\partial x}=\frac{\partial u_{i}}{\partial \xi_{s}} \frac{\partial \xi_{s}}{\partial x}=-\frac{2}{i!} \Psi_{i}\left(\xi_{s}(x, t)\right) f\left(\xi_{s}(x, t)\right) \frac{1}{0.1 t}
$$

and

$$
\frac{\partial u_{i}}{\partial t}=\frac{\partial u_{i}}{\partial \xi_{s}} \frac{\partial \xi_{s}}{\partial t}=\frac{2}{i!} \Psi_{i}\left(\xi_{s}(x, t)\right) f\left(\xi_{s}(x, t)\right) \frac{x-x_{0}}{0.1 t^{2}}
$$

from which it is clear that $u_{i}(x, t)$ is continuous in $x$ and $t$ for $x \in[0,1]$ and $t>0$. (The same is true for $u_{0}$.) With an appropriate choice of initial function, the coefficients would be continuous also for $t=0$. For the treatment of a similar case of smooth coefficients of a discontinuous solution, see [7].

The solution to the truncated problem will be compared to the expected value and the variance of the analytical solution, given by

$$
\begin{equation*}
E(u)=1-2 \int_{-\infty}^{\xi_{s}(x, t)} \frac{e^{-\xi^{2} / 2}}{\sqrt{2 \pi}} d \xi \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}(u)=0.01+0.4 \frac{e^{-\xi_{s}^{2} / 2}}{\sqrt{2 \pi}}+4 \int_{-\infty}^{\xi_{s}} \frac{e^{-\xi^{2} / 2}}{\sqrt{2 \pi}} d \xi-4\left(\int_{-\infty}^{\xi_{s}} \frac{e^{-\xi^{2} / 2}}{\sqrt{2 \pi}} d \xi\right)^{2} \tag{17}
\end{equation*}
$$

These expressions can be generalized for different boundary conditions and polynomial bases.

### 2.4. Truncated PC system for Burgers' equation

The system of equations resulting from the stochastic Galerkin projection can be written in non-conservative matrix form as

$$
\begin{equation*}
B u_{t}+A(u) u_{x}=0 \tag{18}
\end{equation*}
$$

where $B$ is a positive definite constant diagonal matrix with the inner products of the basis polynomials and $A(u)$ is a symmetric matrix depending on $u$. As an illustration, the $3 \times 3$ system given by truncating the expansion (1) to $M=2$ with a Hermite polynomial basis for Burgers' equation is

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{19}\\
0 & 1 & 0 \\
0 & 0 & 2
\end{array}\right)\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right)_{t}+\left(\begin{array}{ccc}
u_{0} & u_{1} & 2 u_{2} \\
u_{1} & u_{0}+2 u_{2} & 2 u_{1} \\
2 u_{2} & 2 u_{1} & 2 u_{0}+8 u_{2}
\end{array}\right)\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right)_{x}=0
$$

or the equivalent non-symmetric form used in the simulations

$$
\left(\begin{array}{l}
u_{0}  \tag{20}\\
u_{1} \\
u_{2}
\end{array}\right)_{t}+\left(\begin{array}{ccc}
u_{0} & u_{1} & 2 u_{2} \\
u_{1} & u_{0}+2 u_{2} & 2 u_{1} \\
u_{2} & u_{1} & u_{0}+4 u_{2}
\end{array}\right)\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right)_{x}=0
$$

From the system of equations it is clear that if no uncertainty is introduced in the polynomial chaos expansion of the initial and boundary conditions, all coefficients $u_{i}=0, \forall i \geqslant 1$ and the system is reduced to the scalar, deterministic Burgers' equation. The deterministic Burgers' equation is thus a special case of the stochastic Burgers' equation.

### 2.5. Conservation form

Burgers' Eq. (7) should be expressed in conservation form to obtain correct shock speed, i.e.

$$
\begin{equation*}
u_{t}+\frac{\partial}{\partial x} f(u)=0 \tag{21}
\end{equation*}
$$

where $f(u)=u^{2} / 2$. Both the conservative and the non-conservative formulations will be studied in the following sections.
Using the conservative form (21), a stochastic Galerkin projection on the polynomial chaos expansion truncated to $M$ terms gives

$$
\begin{equation*}
\left\langle\Psi_{k}^{2}\right\rangle \frac{\partial u_{k}}{\partial t}+\frac{\partial}{\partial x} \frac{1}{2} \sum_{i=0}^{M} \sum_{j=0}^{M} u_{i} u_{j}\left\langle\Psi_{i} \Psi_{j} \Psi_{k}\right\rangle=0, \tag{22}
\end{equation*}
$$

for $k=0,1, \ldots, M$. In matrix form with the matrices $A$ and $B$ defined as before, (22) can be written

$$
\begin{equation*}
B u_{t}+\frac{\partial}{\partial x} f(u)=0, \quad f(u)=\frac{1}{2} A(u) u \tag{23}
\end{equation*}
$$

As a comparison, the system $u_{t}+u u_{x}=0$ lead to (18). Note that the matrix $A=A(u)$ occurs in both the conservative and nonconservative form.

### 2.6. Diagonalization

For various purposes, such as analysis of well-posedness, design of dissipation operators and analysis of characteristics, the system (18) is diagonalized. $A$ and $B$ are both positive definite and symmetric matrices and it can be shown that $B^{-1} A$ has real valued eigenvalues and eigenvectors. See [11] for further details and proof.

Assuming $A$ constant, let $\Lambda$ denote a diagonal matrix with the eigenvalues $\lambda_{i}$ of $B^{-1} A$ on the main diagonal and $V$ a matrix where the columns are the linearly independent eigenvectors. Eq. (18) is rewritten as

$$
\begin{equation*}
w_{t}+\Lambda w_{x}=0 \tag{24}
\end{equation*}
$$

where $w=V^{-1} u$.
Assuming non-zero eigenvalues, $\Lambda$ can be split according to the sign of its eigenvalues as $\Lambda=\Lambda^{+}+\Lambda^{-}$. Introducing the split scheme into the system of equations gives

$$
\begin{equation*}
w_{t}+\Lambda^{+} w_{x}+\Lambda^{-} w_{x}=0 \tag{25}
\end{equation*}
$$

This form will be used in the following sections.

## 3. Well-posedness

A problem is well-posed if the solution exists, is unique and depends continuously on the problem data. An initial-bound-ary-value problem given by

$$
\begin{array}{lll}
u_{t}+\mathscr{H}\left(x, t, \frac{\partial}{\partial x_{i}}\right) u=F(x, t) & x \in \Omega_{\text {phys }} & t \geqslant 0, \\
u=f(x) & x \in \Omega_{\text {phys }} & t=0,  \tag{26}\\
L u=g(t) & x \in \Gamma_{\text {phys }} & t \geqslant 0
\end{array}
$$

is strongly well-posed if the solution exists, is unique and is subject to the estimate

$$
\begin{equation*}
\|u\|_{\Omega_{\text {phys }}}^{2}+\int_{0}^{t}\|u\|_{\Gamma_{\text {phys }}}^{2} d \tau \leqslant K_{c} e^{\eta_{c} t}\left(\|f\|_{\Omega_{\text {phys }}}^{2}+\int_{0}^{t}\|F\|_{\Omega_{\text {phys }}}^{2}+\|g\|_{\Gamma_{\text {phys }}}^{2} d \tau\right) \tag{27}
\end{equation*}
$$

$K_{c}$ and $\eta_{c}$ are independent of $F, f$ and $g$. See $[12,16]$ for more details.
The solution of (26) requires initial and boundary data. The data depend on the expected conditions and the distribution of the uncertainty introduced; the stochastic Galerkin procedure is again used to determine the polynomial chaos coefficients for the initial and boundary values. In this section we will show that the truncated system resulting from a truncated PC expansion is well-posed if correct boundary conditions are given.

In the rest of this section, we assume $u$ to be smooth. Consider the continuous problem in split form [21]:

$$
B u_{t}+\beta \frac{\partial}{\partial x}\left(\frac{A}{2} u\right)+(1-\beta) A u_{x}=0, \quad 0 \leqslant x \leqslant 1
$$

Multiplication by $u^{T}$ and integration over the spatial domain $\Omega_{\text {phys }}=[0,1]$ yields

$$
\int_{0}^{1} u^{T} B u_{t} d x+\beta \int_{0}^{1} u^{T} \frac{\partial}{\partial x}\left(\frac{A}{2} u\right) d x+(1-\beta) \int_{0}^{1} u^{T} A u_{x} d x=0
$$

Integration by parts and the observation that $B$ is positive definite gives

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t}\|u\|_{B}^{2}=-\frac{\beta}{2}\left[u^{T} A u\right]_{x=0}^{x=1}+\frac{\beta}{2} \int_{0}^{1} u_{x}^{T} A u d x-(1-\beta) \int_{0}^{1} u^{T} A u_{x} d x \tag{28}
\end{equation*}
$$

We choose $\beta$ such that

$$
\frac{\beta}{2}-(1-\beta)=0 \Longleftrightarrow \beta=\frac{2}{3},
$$

which is inserted into (28), yielding

$$
\begin{equation*}
\frac{\partial}{\partial t}\|u\|_{B}^{2}=-\frac{2}{3}\left[u^{T} A u\right]_{x=0}^{x=1}=\frac{2}{3}\left(w_{0}^{T}\left(\Lambda_{0}^{+}+\Lambda_{0}^{-}\right) w_{0}-w_{1}^{T}\left(\Lambda_{1}^{+}+\Lambda_{1}^{-}\right) w_{1}\right) . \tag{29}
\end{equation*}
$$

where $A(u)$ has been diagonalized at the boundaries according to Section 2.6. Boundary conditions are imposed on the resulting incoming characteristic variables which correspond to $\Lambda^{+}$for $x=0$ and $\Lambda^{-}$for $x=1$. On the left boundary, the conditions are set such that

$$
\left(w_{0}\right)_{i}=\left(V^{-1} u(x=0)\right)_{i}=\left(g_{0}\right)_{i} \quad \text { if } \lambda_{i}>0
$$

and on the right boundary

$$
\left(w_{1}\right)_{i}=\left(V^{-1} u(x=1)\right)_{i}=\left(g_{1}\right)_{i} \text { if } \quad \lambda_{i}<0
$$

The boundary norm is defined as

$$
\|w\|_{\Gamma_{\text {phys }}}^{2}=w^{T} \Lambda^{+} w-w^{T} \Lambda^{-} w=w^{T}\left(\Lambda^{+}+\left|\Lambda^{-}\right|\right) w=w^{T}|\Lambda| w \quad \text { for } x=0,1 .
$$

Inserting the boundary conditions and integrating Eq. (29) over time gives

$$
\begin{equation*}
\|u\|_{\Omega_{\text {phys }}}^{2}+\frac{2}{3} \int_{0}^{t}\left\|w_{0}\right\|_{\Gamma_{\text {phys }}}^{2}+\left\|w_{1}\right\|_{\Gamma_{\text {phys }}}^{2} d \tau \leqslant\|f\|_{\Omega_{\text {phys }}}^{2}+\frac{4}{3} \int_{0}^{t}\left\|g_{0}\right\|_{\Gamma_{\mathrm{phys}}}^{2}+\left\|g_{1}\right\|_{\Gamma_{\text {phys }}}^{2} d \tau . \tag{30}
\end{equation*}
$$

Since $\|w\| \leqslant\left\|V^{-1}\right\|\|u\| \leqslant C\|u\|$ for some $C<\infty$, the estimate (30) is in the form of Eq. (27).
Uniqueness follows directly from (30). Assume $u$ and $v$ are two different solutions to the Burgers' equation with given conditions. Then $u-v$ is a solution to the homogeneous system. The energy estimate (30) with zero data shows that this solution equals zero everywhere and therefore $u=v$ and the solution is unique. Since existence is trivial in this case (a hyperbolic problem with correct number of boundary conditions), we have shown well-posedness.
Remark. The assumption that $u$ is smooth is actually true for an infinite number of terms of the polynomial chaos expansion and $t>0$.

## 4. Energy estimates for stability analysis

Although the problems of interests are stochastic, the problem that arises from the stochastic Galerkin projection is strictly deterministic. For such a problem, well-known numerical techniques can be used to ensure stable and accurate solutions.

### 4.1. Summation by parts operators

Summation by parts (SBP) is the discrete equivalent to integration by parts. A difference operator $P^{-1} Q$ has the SBP property if it has the characteristic form

$$
Q+Q^{T}=\left(\begin{array}{ccccc}
-1 & & & & 0  \tag{31}\\
& 0 & & & \\
& & \ddots & & \\
& & & 0 & \\
0 & & & & 1
\end{array}\right) \text { and } P=P^{T}>0
$$

$P$ is the so-called diagonal norm. SBP operators are used for approximations of spatial derivatives. Their usefulness lies in the possibility of expressing energy decay in terms of known boundary values, exactly as in the continuous case [22,15].

### 4.2. Stability of the semi-discretized problem

Consider the continuous problem in non-conservative form

$$
B u_{t}+A u_{x}=0
$$

We will use the so-called penalty technique [15] to impose boundary conditions for the discrete problem.
In the analysis below, let $E_{0}=\left(e_{i j}\right)$ where $e_{11}=1, e_{i j}=0, \forall i, j \neq 1$ and $E_{n}=\left(e_{i j}\right)$ where $e_{n n}=1, e_{i j}=0, i, j \neq n$. Define the block diagonal matrix $A_{g}$ where the diagonal blocks are the symmetric matrices $A(u(x))$. With penalty matrices $\Sigma_{0}$ and $\Sigma_{1}$ corresponding to the left and right boundaries respectively, the discretized system can be expressed as

$$
\begin{equation*}
(I \otimes B) u_{t}+A_{g}\left(P^{-1} Q \otimes I\right) u=\left(P^{-1} \otimes I\right)\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{0}\right)+\left(P^{-1} \otimes I\right)\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right) \tag{32}
\end{equation*}
$$

Similarly, the conservative system,

$$
B u_{t}+\frac{1}{2} \frac{\partial}{\partial x}(A u)=0
$$

can be discretized as

$$
\begin{equation*}
(I \otimes B) u_{t}+\frac{1}{2}\left(P^{-1} Q \otimes I\right) A_{g} u=\left(P^{-1} \otimes I\right)\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{0}\right)+\left(P^{-1} \otimes I\right)\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right) \tag{33}
\end{equation*}
$$

Neither of the formulations (32) nor (33) will lead to an energy estimate. However, the non-conservative and conservative forms can be combined to get an energy estimate by using the summation by parts property.

A linear combination of the conservative and the non-conservative form is used for the energy estimates, just as in the continuous case, see Section 3. The split form is given by

$$
\begin{equation*}
(I \otimes B) u_{t}+\beta \frac{1}{2}\left(P^{-1} Q \otimes I\right) A_{g} u+(1-\beta) A_{g}\left(P^{-1} Q \otimes I\right) u=\left(P^{-1} \otimes I\right)\left[\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{0}\right)+\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right)\right] . \tag{34}
\end{equation*}
$$

With multiplication by $u^{T}(P \otimes I)$ the system can be written as

$$
\begin{equation*}
u^{T}(P \otimes B) u_{t}+\frac{\beta}{2} u^{T}(Q \otimes I) A_{g} u+(1-\beta) u^{T}(P \otimes I) A_{g}\left(P^{-1} Q \otimes I\right) u=u^{T}\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{0}\right)+u^{T}\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right) \tag{35}
\end{equation*}
$$

We will use the commutativity property

$$
\begin{equation*}
A_{g}=(P \otimes I) A_{g}\left(P^{-1} \otimes I\right) \tag{36}
\end{equation*}
$$

We add the transpose to (35) and use (36) to get

$$
\begin{align*}
& \frac{\partial}{\partial t}\|u\|_{(P \otimes B)}^{2}+\frac{\beta}{2} u^{T}\left((Q \otimes I) A_{g}+A_{g}\left(Q^{T} \otimes I\right)\right) u+(1-\beta) u^{T}\left(A_{g}(Q \otimes I)+\left(Q^{T} \otimes I\right) A_{g}\right) u \\
& \quad=2 u^{T}\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{0}\right)+2 u^{T}\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right) . \tag{37}
\end{align*}
$$

As before, we choose $\beta$ such that

$$
\frac{\beta}{2}=1-\beta \Longleftrightarrow \beta=\frac{2}{3} .
$$

By the summation by parts property (31) this yields the desired form

$$
\begin{equation*}
\frac{\partial}{\partial t}\|u\|_{(P \otimes B)}^{2}=\frac{2}{3}\left(u_{x=0}^{T} A u_{x=0}-u_{x=1}^{T} A u_{x=1}\right)+2 u_{x=0}^{T} \Sigma_{0}\left(u_{x=0}-g_{0}\right)+2 u_{x=1}^{T} \Sigma_{1}\left(u_{x=1}-g_{1}\right) . \tag{38}
\end{equation*}
$$

Restructuring (38) yields

$$
\begin{equation*}
\frac{\partial}{\partial t}\|u\|_{(P \otimes B)}^{2}=u_{x=0}^{T}\left(\frac{2}{3} A+2 \Sigma_{0}\right) u_{x=0}-2 u_{x=0}^{T} \Sigma_{0} g_{0}-u_{x=1}^{T}\left(\frac{2}{3} A-2 \Sigma_{1}\right) u_{x=1}-2 u_{x=1}^{T} \Sigma_{1} g_{1} \tag{39}
\end{equation*}
$$

Stability is achieved by a proper choice of the penalty matrices $\Sigma_{0}$ and $\Sigma_{1}$. For that purpose $A$ is split according to the sign of its eigenvalues as

$$
\begin{equation*}
A=A^{+}+A^{-} \text {where } A^{+}=x^{T} \Lambda^{+} x \text { and } A^{-}=x^{T} \Lambda^{-} x \tag{40}
\end{equation*}
$$

Choose $\Sigma_{0}$ and $\Sigma_{1}$ such that $\frac{2}{3} A^{+}+2 \Sigma_{0}=-\frac{2}{3} A^{+} \Longleftrightarrow \Sigma_{0}=-\frac{2}{3} A^{+}$and $\frac{2}{3} A^{-}-2 \Sigma_{1}=\frac{2}{3} A^{-} \Longleftrightarrow \Sigma_{1}=\frac{2}{3} A^{-}$. We now get the energy estimate

$$
\begin{align*}
\frac{\partial}{\partial t}\|u\|_{(P \otimes B)}^{2}= & -\frac{2}{3}\left(u_{x=0}-g_{0}\right)^{T} A^{+}\left(u_{x=0}-g_{0}\right)+\frac{2}{3}\left[u_{x=0}^{T} A^{-} u_{x=0}+g_{0}^{T} A^{+} g_{0}\right]-\frac{2}{3}\left[u_{(x=1)}^{T} A^{+} u_{(x=1)}+g_{1}^{T} A^{-} g_{1}\right]+\frac{2}{3}\left(u_{(x=1)}\right. \\
& \left.-g_{1}\right)^{T} A^{-}\left(u_{(x=1)}-g_{1}\right), \tag{41}
\end{align*}
$$

which shows that the system is stable.
Remark. In the numerical calculations we use (33) for correct shock speed, see [14].

## 5. Artificial dissipation operators

An artificial dissipation operator is a discretized even order derivative which is added to the system to allow stable and accurate solutions to be obtained in the presence of solution discontinuities. The artificial dissipation is designed to transform the global discretization into a one-sided operator close to the shock location. Depending on the accuracy of the difference scheme, this require one or more dissipation operators. The accuracy of the difference approximation is chosen as high as possible within the computational stencil of the difference approximation of the system matrix. All dissipation operators used here are of the form

$$
\begin{equation*}
A_{2 k}=-\Delta x P^{-1} \widetilde{D}_{k}^{T} B_{w} \widetilde{D}_{k}, \tag{42}
\end{equation*}
$$

where $P^{-1}$ is the diagonal norm of the first derivative as before, $\widetilde{D}$ is an approximation of $(\Delta x)^{k} \partial^{k} / \partial x^{k}$ and $B_{w}$ is a diagonal positive definite matrix. In most cases here, $B_{w}$ is replaced by a single constant $\beta_{w}$. An appropriate choice of dissipation constant results in an upwind scheme, suitable for problems where shocks evolve. For further reading about the design of artificial dissipation operators we refer to [15].

The complete difference approximation (33) augmented with artificial dissipation is given by

$$
\begin{equation*}
(P \otimes B) u_{t}+\frac{1}{2}(Q \otimes I) A_{g} u-\left(E_{0} \otimes \Sigma_{0}\right)\left(u-g_{1}\right)-\left(E_{n} \otimes \Sigma_{1}\right)\left(u-g_{1}\right)=-\Delta x \sum_{k}\left(\widetilde{D}_{k}^{T} \otimes B\right) B_{w, k}\left(\widetilde{D}_{k} \otimes I\right) u \tag{43}
\end{equation*}
$$

where $B_{w, k}$ is a possibly non-constant weight matrix to be determined and $k=1,2$ for the fourth order accurate SBP operator.
Determining $B_{w}$ in (42) requires estimates of the eigenvalues $\lambda_{j}$ of $B^{-1} A$ for $j=0, \ldots, M$; the largest eigenvalue is typically sufficient. For the system of equations generated by polynomial chaos expansion of Burgers' equation, max $|\lambda|$ is not always known. Since the only non-zero polynomial coefficients on the boundaries are $u_{0}$ and $u_{1}$ and since the polynomial chaos expansion converges in the $L_{2}$ sense, a reasonable approximation of the maximum eigenvalue of $B^{-1} A$ is

$$
\begin{equation*}
|\lambda|_{\max } \approx\left|u_{0}\right|+M\left|u_{1}\right| \tag{44}
\end{equation*}
$$

where $M$ is the order of polynomial chaos expansion. This estimate is justified by the eigenvalue analysis performed in the next section as well as by computational results. For the dissipation operators $A_{2}$ and $A_{4}$ in the simulations, we use

$$
\begin{equation*}
B_{w, 2}=\operatorname{diag}\left(\frac{\left(\left|u_{0}\right|+M\left|u_{1}\right|\right)}{6 \Delta x}\right), \quad B_{w, 4}=\operatorname{diag}\left(\frac{\left(\left|u_{0}\right|+M\left|u_{1}\right|\right)}{24 \Delta x}\right) \tag{45}
\end{equation*}
$$

The second order dissipation operator is only applied close to discontinuities.

## 6. Time integration

The increase in simulation cost associated with higher order systems is due to a number of factors. The size of the system depends both on the number of terms in the truncated polynomial chaos expansion and the spatial mesh size.

For the Kronecker product $A \otimes B$ the relation

$$
\begin{equation*}
\lambda_{A \otimes B}^{i, j}=\lambda_{A}^{i} \lambda_{B}^{j} \tag{46}
\end{equation*}
$$

holds, where the indices $i, j$ denotes all the eigenvalues of $A$ and $B$ respectively. This enables a separate analysis of the eigenvalues corresponding to the polynomial chaos expansion and the eigenvalues of the total spatial difference operator $D$. Assuming constant coefficients, the maximum system eigenvalue is limited by

$$
\begin{equation*}
\lambda_{\max } \leqslant\left(\max \lambda_{D}\right)\left(\max \lambda_{B^{-1} A}\right) \tag{47}
\end{equation*}
$$

The estimate (47) in combination with (44) will be used in order to obtain estimates of the time step constraint.

### 6.1. Eigenvalue approximation

Analytic eigenvalues for the matrix $B^{-1} A$ can only be obtained for a small number of polynomial chaos coefficients and therefore approximations are needed. Even though most eigenvalues of interest in this report can be calculated exactly for every particular case, a general estimate is of interest. The approximation of the largest eigenvalue of the scaled system matrix $B^{-1} A$ is calculated from solution values on the boundaries, which are the only values known a priori. For smooth solutions with boundary conditions where the polynomial chaos coefficients $u_{i}$ are equal to 0 for $i>1$, the higher order coefficients tend to remain small compared to lower order coefficients (strong probabilistic convergence). For solutions where a shock is developing, higher order polynomial chaos coefficients might grow and the approximation of the largest eigenvalue based on boundary values is likely to be a less accurate estimate.

To get estimates of the eigenvalues, the system of equations can be written

$$
\begin{equation*}
u_{t}+B^{-1}\left(\sum_{i=0}^{M} A_{i}\left(u_{i}\right)\right) u_{x}=0 \tag{48}
\end{equation*}
$$

where $A(u)=A_{i} u_{i}$ is a linear combination of the polynomial chaos coefficients. The eigenvalue approximation used here is given by

$$
\begin{equation*}
\max \lambda_{B^{-1} A}=\max \frac{x^{T}\left(B^{-1} \sum A_{i} u_{i}\right) x}{x^{T} \chi} \leqslant \sum_{i} \max \frac{x_{i}^{T} B^{-1} A_{i} x_{i}}{x_{i}^{T} x_{i}}\left|u_{i}\right|=\sum_{i}\left|u_{i}\right| \max \left|\lambda_{i}\right| \tag{49}
\end{equation*}
$$

Since $B^{-1} A_{0}\left(u_{0}\right)=u_{0} I$, this approximation coincides with the exact eigenvalue for boundary value with $u_{i}=0$ for $i>1$. This can be seen by observing that if $x_{1}$ is an eigenvector with corresponding eigenvalue $\lambda$ for the matrix $B^{-1} A_{1}$ then $B^{-1} A_{1} x=\lambda x$ and

$$
\begin{equation*}
B^{-1}\left(A_{1} u_{1}+A_{0} u_{0}\right) x=u_{1} \lambda x+u_{0} I x=\left(u_{1} \lambda+u_{0}\right) x \tag{50}
\end{equation*}
$$

so $u_{1} \lambda+u_{0}$ and $x_{1}$ are eigenvalue and eigenvector to the matrix $B^{-1}\left(A_{0} u_{0}+A_{1} u_{1}\right)=B^{-1} A$. This shows that (44) is an appropriate eigenvalue approximation for problems where only $u_{0}$ and $u_{1}$ are non-zero on the boundaries.

For a given boundary condition, the maximum eigenvalue of $A_{0}$ corresponding to the deterministic part of the condition does not change with increasing number of polynomial chaos coefficients. However, the largest eigenvalue contribution from $A_{1}$ grows with the number of polynomial chaos coefficients.

The eigenvalue approximation (44) is in general of the same order of magnitude as the largest eigenvalue in the interior of the domain but might have to be adjusted to remove all oscillations. The exact value is problem specific and an estimate based on the interior values requires knowledge about the solution of the problem.

### 6.2. Efficiency of the polynomial chaos method

The convergence of the polynomial chaos expansion is investigated by measuring the discrete Euclidean error norm of the variance and the expected value. For a discretization with $m$ spatial grid points, we have

Table 1
Convergence to (16) and (17) with the Monte Carlo method, $m=400$, $t=0.3$.

| $N$ | 10 | 50 | 100 | 400 |
| :--- | :--- | :--- | :--- | :--- |
| $\left\\|\epsilon_{\text {Exp }}\right\\|$ | 0.122 | 0.0374 | 0.0344 | 0.0257 |
| $\left\\|\epsilon_{\text {Var }}\right\\|$ | 0.127 | 0.0589 | 0.0426 | 0.0283 |
| $T(s)$ | 240 | 1180 | 2390 | 9350 |

Table 2
Convergence to (16) and (17) with the polynomial chaos method, $m=400, t=0.3$.

| $M$ | 2 | 4 | 6 |
| :--- | :--- | :--- | :--- | :--- |
| $\left\\|\epsilon_{\text {Exp }}\right\\|$ | 0.113 | 0.0544 | 0.0164 |
| $\left\\|\epsilon_{\text {Var }}\right\\|$ | 0.147 | 0.122 | 0.0409 |
| $T(s)$ | 126 | 636 | 4180 |



Fig. 1. The first four PC coefficients, $t=0.3, M=5$ and $M=3, m=400$.

$$
\left\|\epsilon_{\text {Exp }}\right\|^{2}=\frac{1}{m-1} \sum_{i=1}^{m}\left(\mathrm{E}[u]_{m}-\mathrm{E}\left[u_{\text {ref }}\right]_{m}\right)^{2}
$$

and

$$
\left\|\epsilon_{V a r}\right\|^{2}=\frac{1}{m-1} \sum_{i=1}^{m}\left(\operatorname{Var}[u]_{m}-\operatorname{Var}\left[u_{r e f}\right]_{m}\right)^{2}
$$

where $u_{\text {ref }}$ denotes the analytical solution. Consider the model problem (12); the problem is solved with the Monte Carlo method and PC until time $t=0.3$. Accuracy (measured as the norm of the difference between the actual solution and the analytical solution) and simulation cost are shown in Table 1 for the Monte Carlo method and Table 2 for the PC expansions.

For this highly non-linear and discontinuous problem, the polynomial chaos method is more efficient than the Monte Carlo method with low accuracy requirements. The convergence properties of these solutions are affected by the spatial grid size and the accuracy of imposed artificial dissipation and no general conclusion of the relative performances of the two methods will be drawn here. As will be further illustrated in the section on analysis of characteristics, the solution coefficients of the truncated system are discontinuous approximations to the analytical coefficients which are smooth. Even though the PC results do converge for this problem, the low order expansions are qualitatively very different from the analytical solution, see for instance Fig. 1. Also, note that excessive use of artificial dissipation is likely to produce a solution closer to the analytical solution for lower order expansions. Note that, as expected spatial grid refinement leads to convergence to the true solution of the truncated system but does not get any closer to the analytical solution.

The use of artificial dissipation proportional to the largest eigenvalue makes the solutions of large order expansions dissipative and spatial grid refinement is needed for an accurate solution. This can be seen in Table 2, where the accuracy of the variance decreases with large $M$.

### 6.3. Numerical convergence

The convergence of the computed polynomial chaos coefficients, the expected value and the variance of the truncated system is investigated and comparisons to the analytical solution derived in Section 2.3 are presented.

As mentioned earlier, the numerical results obtained for a small number of expansion terms is expected to be a poor approximation to the analytical solution; this is confirmed by the mesh refinement study reported in Fig. 1 for $M=5$. In this particular application, the analytical solution admits continuous (smooth) coefficients in spite of the discontinuous initial condition; on the other hand, the coefficients of the truncated system are discontinuous.

Interestingly, the difference between the computed coefficients corresponding to a finite PC expansion ( $u_{i}$ for $i \leqslant M$ ) and the analytical $(M=\infty)$ coefficients indicates that a poorly resolved numerical solution with excessive dissipation might be


Fig. 2. Dissipative solution on coarse grid $(m=200)$, computed for $M=3$ and non-dissipative solution for $M=4$.

Table 3
Norms of errors for dissipative and non-dissipative solutions.

| $M$ | 3 | 3 (dissipative) |
| :--- | :--- | :--- |
| $\left\\|\epsilon_{E x p}\right\\|$ | 0.0354 | 0.0173 |
| $\left\\|\epsilon_{\text {Var }}\right\\|$ | 0.0918 | 0.0370 |

qualitatively closer to the analytical solution than a grid converged solution to the truncated system. Fig. 2 and Table 3 illustrates this phenomenon of illusory convergence.

The discrepancy between the truncated solution for $M=3$ and the analytical solution is also illustrated in Fig. 3. The coefficients do not converge to the analytical solution when the spatial grid is refined (Fig. 3(a), left). Instead the coefficients converge numerically to a reference solution corresponding to a numerical solution obtained with a large number of gridpoints (Fig. 3(a), right). For the 7th order expansion, the solution is sufficiently close the solution of the analytical problem to exhibit spatial numerical convergence of the first four coefficients to the analytical coefficients (Fig. 3(b)).

The variance calculated for $M=7$ appears to converge to a function that is close but not equal to the analytical variance given by (17), see Fig. 4.

(a) $M=3$. Norm of the error relative to the analytical solution (left) and error relative to the finest grid solution, $m=800$ (right).

(b) $M=7$. Norm of the error relative to the analytical solution (left) and error relative to the finest grid solution, $m=800$ (right).

Fig. 3. Convergence of the first chaos coefficients. Note the different scales in the figures.

## 7. Theoretical results and interpretation

### 7.1. Analysis of characteristics: disturbed cosine wave

In this section, the characteristics of the stochastic Burgers' equation with $M=1$ (truncated to $2 \times 2$ system) will be investigated to give a qualitative measure of the time development of the solution. The system is given by

$$
\binom{u_{0}}{u_{1}}_{t}+\left(\begin{array}{ll}
u_{0} & u_{1}  \tag{51}\\
u_{1} & u_{0}
\end{array}\right)\binom{u_{0}}{u_{1}}_{x}=0
$$

With $w_{1}=u_{0}+u_{1}$ and $w_{2}=u_{0}-u_{1}$, (51) can be diagonalized and rewritten

$$
\binom{w_{1}}{w_{2}}_{t}+\left(\begin{array}{cc}
w_{1} & 0  \tag{52}\\
0 & w_{2}
\end{array}\right)\binom{w_{1}}{w_{2}}_{x}=0
$$

Eq. (52) is the original Burgers' equation for $w_{1}, w_{2}$ and the shock speeds are given by

$$
\begin{equation*}
s_{w_{1}}=\frac{\left[f\left(w_{1}\right)\right]}{\left[w_{1}\right]}=\frac{w_{1 R}+w_{1 L}}{2}=\bar{u}_{0}+\bar{u}_{1} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{w_{2}}=\frac{\left[f\left(w_{2}\right)\right]}{\left[w_{2}\right]}=\frac{w_{2 R}+w_{2 L}}{2}=\bar{u}_{0}-\bar{u}_{1} \tag{54}
\end{equation*}
$$

where we have introduced the mean over the shock, $\bar{u}_{i}=\left(u_{i L}+u_{i R}\right) / 2$. Double brackets [ ] denotes the jump in a quantity over a discontinuity. Similarly to (53) and (54), with the non-diagonalized system in conservation form, the propagation speeds of discontinuities in $u_{0}, u_{1}$ are given by

$$
\begin{equation*}
s_{u_{0}}=\frac{\left[\left(u_{0}^{2}+u_{1}^{2}\right) / 2\right]}{\left[u_{0}\right]}=\bar{u}_{0}+\bar{u}_{1} \frac{\left[u_{1}\right]}{\left[u_{0}\right]} \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{u_{1}}=\frac{\left[u_{0} u_{1}\right]}{\left[u_{1}\right]}=\bar{u}_{0}+\bar{u}_{1} \frac{\left[u_{0}\right]}{\left[u_{1}\right]} . \tag{56}
\end{equation*}
$$

The analysis of characteristics $w_{1}$ and $w_{2}$ describes the behavior and emergence of discontinuities in the coefficients $u_{0}$ and $u_{1}$ of the truncated system. However, the coefficients of the solution to the problem given by the infinite PC expansion are smooth (except for $t=0$ for the Riemann problem). Diagonalization of large systems is not feasible but we can obtain expressions for the shock speeds of the coefficients. For instance, the expression (55) for the shock speed in $u_{0}$ can be generalized for expansions of order $M$ as


Fig. 4. $M=7$. Convergence of the variance. Norm of the error relative to the analytical variance (left) and error relative to the finest grid variance, $m=800$ (right).

$$
\begin{equation*}
s_{u_{0}}=\sum_{i=0}^{M} \bar{u}_{i} \frac{\left[u_{i}\right]}{\left[u_{0}\right]} i! \tag{57}
\end{equation*}
$$

In the assumption that only one Gaussian variable $\xi$ is introduced, and the uncertainty is (linearly) proportional to $\xi$ only a limited number of different values of the correlation coefficient between the left and right state can occur. Since we are also assuming the same model for the left and right state uncertainties, only a few combinations of covariance matrices describing their correlation are realizable. With the assumptions made here, the dependence between the two states is determined by the correlation coefficient $\rho_{L R}$, which for these cases is either 1 or -1 .

## Ex 1.1

$u(x, 0, \xi)= \begin{cases}u_{L}=1+\hat{\sigma} \xi & x<x_{0}, \\ u_{R}=-1-\hat{\sigma} \xi & x<x_{0},\end{cases}$
$u(x, 0)=\cos (\pi x)(1+\hat{\sigma} \xi)$,
$\xi \in N(0,1)$,
$\rho_{L R}=-1$.

## Ex 1.2

$u(x, 0, \xi)= \begin{cases}u_{L}=1+\hat{\sigma} \xi & x<x_{0}, \\ u_{R}=-1+\hat{\sigma} \xi & x<x_{0},\end{cases}$
$u(x, 0)=\cos (\pi x)+\hat{\sigma} \xi$,
$\xi \in N(0,1)$,
$\rho_{L R}=1$.

(a) Ex 1.1. Symmetric boundary conditions.

(b) Ex 1.2. Constant initial variance.

Fig. 5. Development of variance of the perturbed cosine wave. $t=0.5$ for $M=3, m=400$.

The problems are similar in terms of expected value and variance at the boundary, but the difference in correlation between the left and right states completely change the behavior over time. The difference in initial variance in the interior of the domain has only a limited impact on the time-dependent difference between the solutions; this has been checked by varying the initial functions. Note that Ex 1.1 is included to show the importance of the sign of the stochastic variable, but is a special case of a more general phenomenon of superimposition of discontinuities exhibited by Ex 1.2 and further explained and analyzed below. Fig. 5 shows the two cases at time $t=0.5$ for $M=3$. We use $\hat{\sigma}=0.1$ and $x_{0}=0.5$.


Fig. 6. Characteristics of the two perturbed cosine waves (Ex 1.1 and Ex 1.2) for $M=1$.


Fig. 7. Variance of Ex 1.1 and Ex 1.2 for $M=1$, calculated from $w_{1}, w_{2}$ using (59).

To explain the differences between the solutions depicted in Fig. 5, we turn to analysis of the characteristics for the truncated system with $M=1$. The polynomial chaos coefficients of the boundaries are given by

$$
\left.\left.\begin{array}{l}
u_{0}=1  \tag{Ex1.1}\\
u_{1}=0.1
\end{array}\right\} x=0, \quad \begin{array}{l}
u_{0}=-1 \\
u_{1}=-0.1
\end{array}\right\} x=1
$$

and

$$
\left.\left.\begin{array}{l}
u_{0}=1 \\
u_{1}=0.1
\end{array}\right\} x=0, \quad \begin{array}{l}
u_{0}=-1 \\
u_{1}=0.1
\end{array}\right\} x=1 \quad(\operatorname{Ex} 1.2)
$$

respectively.
Note that with more polynomial chaos coefficients included, the higher order coefficients are zero at the boundaries. The expected boundary values as well as the boundary variance are the same for Ex 1.1 and Ex 1.2. In order to relate the concepts of characteristics with expected value and variance, we will use the fact that the expected value at each point is the average of the characteristics,

$$
\begin{equation*}
\mathrm{E}(u)=u_{0}=\frac{w_{1}+w_{2}}{2} \tag{58}
\end{equation*}
$$

and that the variance depends on the distance between the characteristics,

$$
\begin{equation*}
\operatorname{Var}(u)=u_{1}^{2}=\left(\frac{w_{1}-w_{2}}{2}\right)^{2} \tag{59}
\end{equation*}
$$

To explain the qualitative differences between the two cases Ex 1.1 and Ex 1.2, consider the decoupled system (52). The boundary values for $u_{0}$ and $u_{1}$ are inserted into the characteristic variables $w_{1}$ and $w_{2}$; discontinuities emerge when the characteristics meet.

For Ex 1.1 we have $w_{1}(x=0)=-w_{1}(x=1)$ and $w_{2}(x=0)=-w_{2}(x=1)$. Inserting these values in (53) and (54) gives the shock speeds $s_{w_{1}}=s_{w_{2}}=0$, corresponding to two stationary shocks (of different magnitude) at $x=0.5$, which can be seen in Fig. 6(a). Inserting the characteristic values (can be evaluated in Fig. 6) into Eq. (59) result in uniform variance except around the discontinuity, Fig. 7(a). Since the characteristic solution is propagating from the boundaries, this interval shrinks with time and collapses at $x=0.5$.

In Ex 1.2, the characteristics are $w_{1}(x=0)=1.1>-w_{1}(x=1)=0.9$ and $w_{2}(x=0)=0.9<-w_{2}(x=1)=1.1$. Evaluating (53) and (54) when the characteristics cross yields $s_{w_{1}}=0.1$ and $s_{w_{2}}=-0.1$. The discontinuity when the characteristics meet will then split and propagate as two moving shocks in $u_{0}$ and $u_{1}$, located equidistantly from the mid-point $x=0.5$. In $w_{1}$ and $w_{2}$ there will still be a single shock. The shock speeds are given by the expressions (53)-(56). The vertical gap between the characteristics at $x=0.5$ in Fig. 6(b) corresponds to the variance peak at this location in Fig. 5(b).


Fig. 8. Characteristics at $t=0.5, M=1$.

The system used for analysis of characteristics is truncated to $M=1$, but the conclusions about the qualitative behavior holds for higher order systems. Including more polynomial chaos coefficients would result in additional shocks of different magnitude and speed. Observe the qualitative similarities between the solutions in Figs. 6 and 5. Regardless of the truncation of polynomial chaos coefficients, the variance approaches 0 at the shock location in Ex 1.1. At the shock location in Ex 1.2 the variance reaches a maximum that will spread towards the boundaries and cancel the discontinuity. The observation that the same boundary and initial expected value and variance can give totally different solutions indicates that knowledge about the polynomial chaos coefficients is required to obtain a unique solution.

The analysis of characteristics further shows that the problem could be partitioned into several phases of development, depending on the speeds of the characteristics. Consider again the boundary conditions of Ex 1.1 and Ex 1.2 but now assume $u(x, 0)=0$ for $x \in(0,1)$. The solution for $M=1$ before the characteristics meet is shown in Fig. 8. With more polynomial


Fig. 9. Expected value and variance at $t=0.5, M=1$.


Fig. 10. Characteristics at $t=4$ for $M=1$.
chaos coefficients, the sharp edges in the solution will disappear. At time $t=0.5$, the solutions to the two problems are still similar, with two variance peaks at the shocks that are traveling towards the middle of the domain.

For comparison, Fig. 9 shows the expected value and variance calculated from the characteristics in Fig. 8.
Asymptotically in time, the symmetric problem (Ex 1.1) will result in a stationary shock. The variance will equal the initial boundary variance except for a peak at the very location of the shock. The boundary conditions are independent of time. This property is illustrated in Fig. 10(a), where the solution has reached steady state.

The time development of the solution of Ex 1.2 is not consistent with the stationary boundary conditions stated in the problem formulation. The characteristics are transported from one boundary to the other (see Fig. 10(b)), thus changing the boundary data. The boundary conditions of Ex 1.2 must therefore be time-dependent (and can be calculated exactly from (14) for this example). Unlike the continuously varying boundary conditions of the full polynomial chaos expansion problem, the boundary conditions for the truncated system of Fig. 10(b) will change discontinuosly from the initial boundary condition to zero at the moment the characteristics reach the boundaries. In a general hyperbolic problem, the imposition of correct time-dependent boundary conditions might become one of the more significant problems with the PC method. A detailed investigation is necessary to identify an approach to specify time-dependent stochastic boundary data, especially for the higher order moments. Special non-reflecting boundary conditions will be required. In the case studied here, analytical boundary conditions have been derived and can be correctly imposed for any time and order of chaos expansions.

## 8. Summary and conclusions

The polynomial chaos approach, together with finite difference methods, is used to solve the Burgers' equation under uncertain initial and boundary conditions. Stable difference schemes are obtained by the use of artificial dissipation, difference operators satisfying the summation by parts property and a weak imposition of characteristic boundary conditions.

A number of mathematical properties of the deterministic Burgers' equation hold for the hyperbolic problem that results from the Galerkin projection of the truncated PC expansions. The system is symmetric and a split form combining conservative and non-conservative formulations is used to obtain an energy estimate. The truncated linearized problem is shown to be well-posed. The system eigenvalues cannot be computed analytically and this makes the choice of the time step difficult; moreover, this affects the accuracy of the methods since the dissipation operators are eigenvalue dependent. An eigenvalue estimate is provided.

Even though the solution of the Burgers' equation is discontinuous for a particular value of the uncertain (stochastic) variable, the polynomial chaos coefficient functions are in general continuous for the Riemann problems investigated. The solution coefficients of the truncated system are discontinuous and can be treated as a superimposition of a finite number of discontinuous characteristic variables. This has been shown explicitly for the $2 \times 2$-case. The discontinuous coefficients converge with the number of polynomial chaos coefficients to continuous functions.

Examples have shown the need to provide time-dependent boundary conditions that might include higher order moments. Stochastic time-dependent boundary conditions have been derived for the Burgers' equation.
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